
The Comparison of Some Version of Linear Vector 
Quantization (LVQ) for Vitamin and Mineral Deficiency Early 

Detection  
 

Nina Sevani † 
 Faculty of Engineering and 

Computer Science                     
Krida Wacana Christian University  

 Jakarta Indonesia 
  

Iwan Aang Soenandi 
 Faculty of Engineering and 

Computer Science                    
Krida Wacana Christian University 

 Jakarta Indonesia 
iwan.as@ukrida.ac.id 

  

Richardo K. Sali 
 Faculty of Engineering and 

Computer Science                    
Krida Wacana Christian University 

Jakarta Indonesia 
 richardo.2016tin007@ 

civitas.ukrida.ac.id 

ABSTRACT 
Vitamin and mineral deficiency are often ignored because they 
do not have a direct impact on body health. However, prolonged 
deficiency can cause various diseases from mild to serious 
illness. Some previous research in computer science already 
conducted to make early detection of vitamin and mineral 
deficiency, but no one has produced an adaptive model to find 
out the most dominant type of deficiency. Therefore, the goal of 
this research is to develop an adaptive model using an artificial 
neural network (ANN) with Linear Vector Quantization (LVQ) as 
the learning algorithm to make early detection of vitamin and 
mineral deficiency. LVQ consists of three layers: an input layer 
that represents the features, output layer that represent the class 
label, and the competitive layer. The competitive layer will save 
the distance between the input vector and the codebook vector 
from each class. The distance will calculate using Euclidean 
Distance. LVQ also involves some parameters in the training 
process, like epsilon value, learning rate, codebook vector, epoch, 
and window size which obtained by trial and error experiment. 
This research will also compare the performance of some version 
of LVQ. The experiment results show that the maximum 
accuracy level obtained by the system is 85.71% by using LVQ3. 
The dataset used split into data training and data testing with a 
ratio 84:16 respectively. From our scenario, the optimum model 
was achieved by using 20 codebook vectors with the number of 
epochs is 3400 and the value of the learning rate parameter (α) of 
0.4, window size (ω) of 0.3, and epsilon (ε) of 0.2. 

CCS CONCEPTS 
•Computing methodologies ~Machine learning~ Machine 
learning approaches~ Neural networks 
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1 INTRODUCTION 
Nutritional status has become one of major health problems 

in Indonesia. Government data revealed a high score of 95.5% as 
a score for the lack of fruit and vegetable intake [1][2]. Vitamin 
and mineral deficiency can eventually lead to a variety of health 
problems from mild to serious problems. Early detection of 
vitamin and mineral deficiency based on physical symptoms can 
be done as prevention from prolonged deficiency. Previous 
research in computer science shows some methods used for 
early detection of vitamin and mineral deficiency, like 
conventional rule-based and certainty factor [3][4][5]. However, 
these methods are considered less adaptive, especially to handle 
big amount of data with varying complexity. While in fact, the 
detection of vitamin and mineral deficiency needs many 
symptoms that related to one another. This condition can 
increase difficulty in determining the kinds of vitamin and 
mineral deficiencies. Therefore, the use of ANN that able to 
handle big and complex data can help in determining the kind of 
vitamin and mineral deficiency.  

One of the important factors in the implementation of ANN is 
the learning algorithm used to produce an optimum model based 
on the data training. LVQ is one of the learning algorithms that 
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used in many domains and proven to provide good accuracy 
[6][7][8][9][10][11][12]. In the time consumption, LVQ also 
proven can produce the model faster than other learning 
algorithms [13].  

 
Currently, LVQ already developed until some versions. Previous 
works show that the variations of LVQ obtain diverse result for 
some cases such as for tumor brain and nutritional disorders of 
children [7][14]. Therefore this result will develop an adaptive 
model using LVQ and compare the performance some of LVQ 
versions for vitamin and mineral deficiency cases. 

2  METHOD 
LVQ has developed into some versions. This experiment using 
three versions of LVQ: LVQ1, LVQ2.1, and LVQ3. The difference 
between the versions is in the parameters used in the training 
process and the time to update the value of the distance in the 
competitive layer. There are some steps to implement ANN 
using the LVQ algorithm. It starts with data transformation from 
the patient’s physical symptoms into dataset to be processed by 
LVQ. Next step is the determination of the optimum parameters 
value by using an experiment that is designed into several 
scenarios. After determining the optimum parameter value, the 
next step is designing the ANN architecture and testing the 
performance of the resulting model. In the testing step, the 
experiment will be conducted using some dataset ratio. The 
assessment will be done using a confusion matrix 

2.1 Dataset Preparation 
Dataset preparation aims are to transform the data from physical 
symptoms into input data to be processed by the algorithm. The 
physical symptoms are the symptoms that can be observed and 
feel immediately by the patient, as mentioned in Table 1. Each of 
these symptoms can be related to each other and lead to the 
same diagnose result. ANN will train the dataset to recognize 
each input vector using the LVQ algorithm. As supervised 
learning, LVQ works using dataset that has an input variable (Xi) 
and target (class). In general, the dataset will be divided into 
training data to training the model and testing data to test the 
performance of the model. 
The dataset used in this research contains 100 data, the same 
with that used in the previous study [3][4][5] which obtained 
from doctors or medical teams. Each data may have the same 
feature (physical symptoms) with other data in the dataset. 
These features will be transformed into binary number to be 
processed by LVQ algorithm. Table 1 and Table 2 show some 
examples of the physical symptoms as initial data and the result 
for the transformation. 
 
 

Table 1 Transformation of The Data 

No Psychical Symptoms  Transformatio
n 

Diagnose 
Result 

1 • Dizzy eyes  
• Pale in the inside of 

the eyelids  
• Panting breath  

•  = 1 
•  = 1 
•  = 1 
• The last  

features  to 
 has 0 

value 

Irons Mineral 

…. ….  …. 
86 • Dry mouth  •  = 1 

• The last  
features  to 

 and  
to  have 
0 value 

Vitamin C 

 
Tabel 2 Conversion Result 

     …..  Class 
1 1 1 0 0 ….. 0 Iron 
0 0 0 0 0 ….. 0 Zinc 

….. ….. ….. ….. ….. ….. ….. ….. 
1 0 1 0 0 ….. 0 A 

 

2.2 Designing Artificial Neural Network Model 
 
Based on the dataset used, the architecture of the ANN consist of 
107 nodes for input layer following the features (psychical 
symptoms), and 17 nodes for output layer following the types of 
deficiency can be detected. LVQ also consists of one additional 
layer called a competitive layer to bridge the input and output 
layer. In the competitive layer, each node will save the distance 
between input vector to each codebook vector located on the 
edge that is connected directly to each of these nodes. The 
distance will be calculated using Euclidean Distance as 
formulated in Equation (1) [3]. 
 
 

................................(1) 
 
where D(i) is the distance, Xi is the input vector, Yi is the 
codebook vector, and n is the amount of the input node. The 
codebook vector is a representation vector of each class in the 
dataset. Each value in the codebook vector will dynamically 
change during the training process. Figure 1 displays the ANN 
architecture used in the experiment. The input nodes written in 
the notation Xi to X107, output nodes written in the notation C1  
to C17 which represent each class target. The competitive layer 
written in the notation Y1C1 to Y1C17 and Y2C1 to Y2C17 which 
saves the Euclidean distance between input vector to codebook 
vector. The codebook vector depicted in form of a connecting 
lines (edges) between input layer (X1  to X17) to competitive layer 
(Y1C1 to Y1C17). 
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Figure 1: ANN Architecture with LVQ Algorithm 

2.3 Determining Parameters Value 
There are some parameters needed to be determined before the 
training process using LVQ algorithm, like epsilon value, 
learning rate (α), the amount of the codebook vector, the amount 
of the epoch (ε), and the window (ω). To get the best value for 
each parameter, this research does several scenarios by trial and 
error process.  
 
The First Scenario, aims to get the optimal value of the learning 
rate, window size, and epsilon value. The codebook vector 
number set to 20 and the total epoch set to 1000. The learning 
rate value configured on the range of 0.1 to 0.5, the window size 
configured on the size of 0.2 to 0.3, and the epsilon value will be 
configured on the range of 0.1 to 0.5. The result of the 
experiment using first scenario can be seen in Table 3. 
 

From the experiment results, the best accuracy is 77.53% 
obtained with epsilon value 0.2, α=0.4, and ω=0.3. 

 
The Second Scenario, want to determine the optimum codebook 
vector number and discover the effect of the codebook vector 
with the model performance. In this scenario, the best value of 
epsilon, window size, and learning rate from first scenario will 
be used. The codebook vector will be configured in the range of 
17 to 41. The result of the experiment for second scenario 
showed in Table 4. 
 

TABEL 3 RESULT OF FIRST SCENARIO 

No 
Parameter 

Accuracy Learning 
rate 

Window 
size Epsilon 

1 0.3 0.3 0.1 76.40% 
2 0.3 0.3 0.2 75.28% 
3 0.3 0.3 0.3 74.16% 
4 0.3 0.3 0.4 71.91% 
5 0.3 0.3 0.5 73.03% 

No 
Parameter 

Accuracy Learning 
rate 

Window 
size Epsilon 

6 0.2 0.3 0.1 71.91% 
7 0.2 0.3 0.2 70.79% 
8 0.2 0.3 0.3 73.03% 
9 0.2 0.3 0.4 74.16% 
10 0.2 0.3 0.5 70.79% 
11 0.1 0.3 0.1 62.92% 
12 0.1 0.3 0.2 62.92% 
13 0.1 0.3 0.3 65.17% 
14 0.1 0.3 0.4 64.04% 
15 0.1 0.3 0.5 65.17% 
16 0.4 0.3 0.1 74.16% 
17 0.4 0.3 0.2 77.53% 
18 0.4 0.3 0.3 73.03% 
19 0.4 0.3 0.4 75.28% 
20 0.4 0.3 0.5 70.79% 
21 0.5 0.3 0.1 74.16% 
22 0.5 0.3 0.2 73.03% 
23 0.5 0.3 0.3 73.03% 
24 0.5 0.3 0.4 74.16% 
25 0.5 0.3 0.5 70.79% 
26 0.3 0.2 0.1 64.04% 
27 0.3 0.2 0.2 61.80% 
28 0.3 0.2 0.3 59.55% 
29 0.3 0.2 0.4 62.92% 
30 0.3 0.2 0.5 61.80% 
31 0.2 0.2 0.1 65.17% 
32 0.2 0.2 0.2 61.80% 
33 0.2 0.2 0.3 64.04% 
34 0.2 0.2 0.4 61.80% 
35 0.2 0.2 0.5 61.80% 
36 0.1 0.2 0.1 57.30% 
37 0.1 0.2 0.2 57.30% 
38 0.1 0.2 0.3 59.55% 
39 0.1 0.2 0.4 58.43% 
40 0.1 0.2 0.5 60.67% 
41 0.4 0.2 0.1 69.66% 

No 
Parameter 

Accuracy Learning 
rate 

Window 
size Epsilon 

42 0.4 0.2 0.2 66.29% 
43 0.4 0.2 0.3 67.42% 
44 0.4 0.2 0.4 62.92% 
45 0.4 0.2 0.5 60.67% 
46 0.5 0.2 0.1 67.42% 
47 0.5 0.2 0.2 66.29% 
48 0.5 0.2 0.3 62.92% 
49 0.5 0.2 0.4 58.43% 
50 0.5 0.2 0.5 60.67% 
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TABLE 4 RESULT OF SECOND SCENARIO 

No Codebook Vector 
Number Accuracy 

1 17 76.92% 
2 20 80.77% 
3 23 50% 
4 26 46.15% 
5 29 46.15% 
6 32 50% 
7 35 57.69% 
8 38 65.38% 
9 41 53.85% 

 
The result of the second scenario shows the best accuracy is 
80.77% with 20 of codebook vector numbers. 
 
Third Scenario is the scenario to get the optimal value of epoch 
number. This scenario still using the best parameter value 
obtained from the first and second scenarios (the epsilon value of 
0.2, α=0.4, and ω=0.3, the codebook vector number of 20). The 
result of the third scenario showed in Table 5, with the number 
of epoch is 2400 or 3400, which can give accuracy of 80.77%. 
 

TABLE 5 RESULT OF THIRD SCENARIO 
No Number of Epoch Accuracy 
1 1000 57.69% 
2 1200 61.54% 
3 1400 61.54% 
4 1600 57.69% 
5 1800 69.23% 
6 2000 73.08% 
7 2200 76.92% 
8 2400 80.77% 
9 2600 69.23% 
10 2800 73.08% 
11 3000 73.08% 
12 3200 65.38% 
13 3400 80.77% 
14 3600 76.92% 

 

Based on the experiment result using three scenarios, Table 6 
summarize the optimum value for all the parameter used by LVQ 
to train the model. 
 

Table 6 The Optimum Value of Parameters In LVQ 
α 𝝎 ɛ Epoch 

Number 
Codebook Vector 

Number 
0.4 0.3 0.2 2400 20 

 

2.4 Codebook Initialization 
There are some methods to initialize the codebook vector, such 
as splitting algorithm, random algorithm, and sorting algorithm 
[18]. This research using random training data even as the 
algorithm for initializing the codebook vector. This algorithm 
will randomly select the vector in the dataset to be used as 
codebook vector. The use of this algorithm is motivated by the 
better result of the algorithm compared to other algorithms. 

 

2.5 Performance Testing 
To measure the performance of the model, we use confusion 
matrix. There are three values used for the assessment: precision, 
sensitivity, dan F1-score. These three assessment values will be 
calculated for each of the class targets. Equation (2) to (4) will be 
used to assess the performance of the model to predict deficiency. 
[19]. 
 

  ..............................................   (2)  

  ..............................................        (3) 

        .....................      (4) 

3 EXPERIMENT RESULT AND DISCUSSION 
The testing phase for the model done using two scenarios. The 
first scenario is using the different ratios of data training and 
data testing from the same dataset. The second scenario is using 
different versions of LVQ algorithms. 

3.1 Testing With Different Combination Ratio 
One group of dataset will be divided into some ratio of data 
training and data testing. Each pair of ratio will be used in the 
experiment using parameter value in Table 6. By using 100 data, 
the ratio of data training and data testing will be set into 80:20, 
82:18, 84:16, 86:14, 88:12 dan 90:10, respectively. The experiment 
result showed in Table 9. From the result can be concluded that 
the best accuracy is 85.71%, with using 84 data for training and 
16 data for testing. 

 
Table 9 Experiment Result Using Different Ratio of Data Training And 

Data Testing 
Ratio Data 
Train: Test Accuracy 

80:20 82.35% 

82:18 73.33% 

84:16 85.71% 

86:14 66.67% 

88:12 80% 

90:10 77.78% 

 

3.2 Testing With Different Versions of Linear 
Vector Quantization  

The aim of the experiment using different versions of LVQ 
algorithms is to know the most appropriate version of LVQ in 
the case of vitamin and mineral deficiency. There are three 
versions of LVQ to be tested: LVQ1, LVQ2.1, and LVQ3. The 
experiment using the best parameter value mentioned in Table 6 
and data ratio 84:16. 
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Table 10 shows the assessment value for each class target using 
LVQ3 as the training algorithm. The best accuracy for LVQ3 is 
85.71%. 
 

Table 10 Result of LVQ3 
Class Precision Sensitivity F1-Score 
Iron 1 1 1 

Fluorine 1 1 1 
  Iodine 1 1 1 

Zinc 1 1 1 
A 0 0 0 

Class Precision Sensitivity F1-Score 
B1 1 1 1 
B2 0.667 1 0.8 
B3 0.5 1 0.667 
B5 0 0 0 
B6 0 0 0 
B7 0 0 0 
B9 0 0 0 
B12 0 0 0 
C 1 1 1 
D 1 1 1 
E 1 1 1 
K 0 0 0 

Average 
Weight 0.774 0.857 0.805 

Accuracy 85.71% 
 
By using LVQ2.1, the best accuracy of the model can reach 
76.47%, is shown in Table 11. 
 

Table 11 Result of LVQ2.1 
Class Precision Recall F-Score 
Iron 1 1 1 

Fluorine 1 1 1 
  Iodine 1 1 1 

Zinc 1 1 1 
A 0 0 0 
B1 1 1 1 
B2 1 1 1 
B3 0.5 1 0.667 
B5 0 0 0 
B6 0 0 0 
B7 0 0 0 
B9 0 0 0 
B12 0 0 0 
C 1 1 1 
D 0 0 0 
E 0.5 1 0.667 
K 0 0 0 

Average 
Weight 

0.706 0.765 0.725 

Accuracy 76.47% 
 
Next, we using LVQ1 than the best accuracy only reached 70.59%, 
is shown in Table 12. 
 
From the experiment using three types of LVQ, we can conclude 
that the best accuracy for vitamin and mineral deficiency 
obtained using LVQ3. The worst accuracy showed using LVQ1. 
This result also revealed that for vitamin and mineral deficiency, 
the newest version of LVQ can give higher accuracy. In other 

words, the improvement in the newest version of LVQ proven 
can give higher accuracy. 
To ensure the accuracy of the LVQ in the case of early detection 
of vitamins and minerals, the results also compared with the 
Backpropagation Network (BPN), another learning algorithm 
commonly used in ANN. The experiment using BPN show that 
LVQ3 has better performance than BPN which give only 73% 
accuracy. 

Table 12 Result of LVQ1 
Class Precision Recall F1-Score 
Iron 1 1 1 

Fluorine 0.333 1 0.5 
  Iodine 1 1 1 

Zinc 1 1 1 
A 0 0 0 
B1 1 1 1 
B2 1 1 1 
B3 0 0 0 
B5 0 0 0 
B6 0 0 0 
B7 0 0 0 
B9 0 0 0 
B12 0 0 0 
C 0.667 1 0.8 
D 0 0 0 
E 0.5 1 0.667 
K 0 0 0 

Average 
Weight 0.598 0.706 0.633 

Accuracy 70.59% 
 

4 CONCLUSION 
From the experiment of comparison performance testing, it was 
concluded that LVQ as the learning algorithms can be 
successfully implemented in the case of vitamin and mineral 
deficiency. The optimum model obtained using a learning rate 
(α) of 0.4, window size (ω) of 0.2, and epsilon value (ε) of 0.3.  
The best accuracy gets when using random training data even 
for the initialization of codebook vector and LVQ3 as the 
learning algorithm, with the accuracy of 85.71% and using 84:16 
ratio for data training and testing.  
For further experiments, we can add more data for the training 
process and do more detailed testing process. For example, we 
can divide the dataset into training, validation, testing data, and 
do k-fold cross-validation 
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