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Abstract— A Facial Emotion Recognition (FER) system is an 

important tool to be implemented in any psychology academic 

field and beyond. This paper aims to show a system of Facial 

Emotion Recognition that can be done using the multiple layers 

model of ResNet50 which is an ANN. The dataset is an array that 

consists of 7 different emotions represented by the numbers 0-6. 

The emotion included in the dataset is “anger”, “disgust”, 

“fear”, “happiness”, “sadness”, “shock”, and “neutrality”. This 

research found that the highest accuracy in the application of 

the model was recorded at    65% and the test was 60% to 

recognize facial emotion from a graphical input. 

Keywords— Facial Emotion Recognition; Deep Learning; 

Machine Learning. 

I. INTRODUCTION 

Humans have multiple ways of communicating, one 

of the means to send information as a human being is through 

emotion. Albert Mehrabian famously emerge with a rule that 

emotion consists of 55% visual information, 38% vocal 

information, and 7% verbal information [1]. Verbal 

information is the content of the speech itself, while the vocal 

is the tone and volume of the speech, visuals comprise of 

body language and facial emotional expressions [2]. Building 

a model with deep learning to recognise facial emotion will 

be beneficial to understand better how human convey 

information through emotion and cross platform studies of 

Facial Emotion Recognition (FER) will be thrived. 

Facial emotion can be found not only in humans but 

in also mammals and other species of animals As a human 

themself, they can show a facial emotion voluntarily or even 

involuntarily. Voluntarily means that the emotion shown is an 

outcome of a cognitive decision that the human made, while 

involuntarily is an action decided by the human from certain 

inputs. Understanding facial emotion as a feature of 

communication and information gathering is what we call 

facial recognition. Creating a system that can do facial 

emotion recognition is the aim of this paper. 

Deep learning itself has a different way of 

implementation, one of them being supervised, unsupervised, 

and the other one being semi-supervised [5]. As a part of a 

bigger dome of machine learning methods which is based on 

artificial neural networks (ANN), deep learning which is also 

called deep structured learning works with representation 

learning [6]. Since deep learning uses layers to have an 

outcome of a feature that is higher-level from the original 

input such as the works in image processing, it is well 

recommended in tackling the task of facial emotion 

recognition [7]. 

In the context of the present, a facial recognition 

system is widely used all around the world due to the nature 
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of it is contactless process [8]. In the practice of facial 

recognition, the system has been used in many fields that 

requires the interaction of human and computer [9]. 

II. METHODS 

The method of the research is to use a multi layered 

deep learning techniques to be able to create a system of facial 

emotion recognition. In order to do so, a dataset needs to be 

taken. The dataset itself consist of pictures that later the value 

will be taken from the pixels of the picture. The category itself 

is taken into the first column of the tabular which later 

connected to the dataset. These categories are valued by 

numbers starting from zero to six. Then, the data pre-

processing steps will begin. These steps consist of turning the 

raw data into pixel value of one-dimensional array. After that, 

the data will be changed into a two-dimensional array and 

scaling the value of each pixel by dividing them with RGB 

value 255. Then the augmentation of the data such as, 

rotation, zoom, shear, flip, and shift are happening. After all 

of the pre-processing process works, the data is ready to be 

taken into the system to train the model, and results will 

follow. 

A. Dataset 

The dataset used is taken from Kaggle in the form of 

tabular which has 35,887 rows and 3 columns with data files 

that have the extension of ".csv". The first column is filled 

with emotion columns represented by the    numbers 0 - 6. 

Each represents categories of anger, disgust, fear, happiness, 

sadness, shock, and neutrality. The second column contains 

pixels from the image that   will be    processed first which 

was previously a 1-D Array into a 2-D Array. The last column 

contains usage of each of these data   

An array is a structure of a data that consist of group 

of values or variables [10]. Similar to list, the data are 

represented by one or more array index which can be called a 

key [11]. Since the simplest type of data is the linear array 

which we called one-dimensional array [12], we use this as 

the base of the dataset and turned into a multi-dimensional 

array for the next step. 

 

 

 

 

 

 

 

TABLE 1. DATASET USED 

 

 

 

 

 

 

 

 

 

 

 

The most emotions found in the images in the dataset were 

happy categories.  The category of happy emotions is the 

category of emotions that are most easily recognized by 

models, while the category of emotions disgust is the category 

of emotions that are the most difficult for models to 

recognize.   This calculation is calculated Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Model Analysis results based on the Number of Recognized 

Categories. 

B. Data Preprocessing 

The preprocessing data flow begins with raw data 

that is still in the form of 1-D arrays changed using reshape 

to a size of 48x48x1 with 1 channel / gray. Then the gray 

image was converted back to RGB so that the image size 

changed also to 48x48x3. The next process in preprocessing 

data is scaling the value of each pixel in the image by dividing   

its pixel value by 255 so that each pixel value will be worth 

0-1. Next is the process of data augmentation in the form of 
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rotation, zoom, shear, flip, and shift carried out on the image. 

Then the label format was changed which was previously a 1-

D array with 6 emotion columns to a 2-D array with 7 

columns so that the model recognized it as multilabel. This 

label format change is done using hot encoding. The next step 

is to separate the training data and test data with the amount 

of test data 30% of the total amount of data. The 

preprocessing flowchart of the data can be seen on Figure 2. 

   

 

 

 

 

 

 

Fig.2. Preprocessing Data Flow. 

 

The model used is a deep learning model with a 

number of layers applied in the dataset. The first layer applied 

is to detect facial emotions using the ResNet50 which is an 

artificial neural network (ANN) that works by building 

construct [13]. It is used in this model as it is implemented 

with multiple layers and normalization of batch in between 

[14]. The pre-trained models that is already available by hard 

TensorFlow and has an additional layer of 1 layer flatten and 

7 layer dense is also used. ResNet50 pre-trained   model is a 

deep convolutional neural network model with 48 LAYER 

CNN and 2-layer Carpooling. This model works by reading 

the input shape (N_rows, 48, 48, 3) and producing the output 

with the shape (N_rows,7). The dense layer in   this model is 

as hidden layer in the set using the ReLU Which is a rectifier 

activation function [14], while the output layer (the last layer 

uses the SoftMax activation function because it will be 

accommodated classification cases.  

After doing the definition of the model layer, it will 

then be compiled with a loss function – the one used in 

training this model is binary cross entropy even though the 

label has more than two values. Then the optimization process 

is done using Adam with a learning rate of 0.0001 and the 

metric used as an evaluation material is the level of accuracy. 

Epoch in the model is set with a value of 50 and applied 3 

callbacks so that the model can stop doing the training 

process. These 3 callbacks are Early Stopping, Model 

Checkpoint, and ReduceLRonPlateu. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Dataset with the model used 

 

 The model shown on Figure 3 can be explained as 

follows. We are working with deep learning methods in this 

model, resulting in layers of models being used. The first one 

is a functional pre-trained ResNet50 with an addition layer of 

a flatten_14 and seven different dense layers. This pre-trained 

ResNet50 is a deep convolutional neural network with 48 

layers CNN and 2 layers of MaxPooling.  

III. EVALUATION AND RESULTS 

The training results stopped at epoch 15 due to a 

predetermined set of callbacks.   In epoch 8, it can be seen 

that accuracy and loss training and validation have the same 

value, which means the results of model analysis are very fit. 

Nonetheless, in epoch 15 has a tendency to overfitting but can 

still be tolerated with a difference in loss and accuracy of 

about 0.05. Shown in the Figure 4, the highest accuracy in the 

application of the model was recorded at 65% and the test was 

60%.  
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Fig. 2. Model Evaluation Results (Accuracy and Lost 

 

When viewed from the classification report on 

Figure 5, the accuracy value is 60% which means there is a 

possibility of influence from the category "disgust” or label 1 

whose amount of data is up to 10 times less than other 

categories. It is necessary to do extra step such as handling 

imbalance for the category "disgust” so that the effect on 

accuracy can be eliminated. 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Classification Report. 

  

 

 

 

 

 

 

 

 

Fig.6. Example of model evaluation result 

 

 

 

 

 

 

 

 

Fig. 3. Example of model evaluation result 

  

Shown both on Figure 6 and Figure 7 is the 

performance of the model proposed. The square box on the 

faces acts as a barrier on where the model works and each of 

the facial emotion category are directly written above the 

box. 
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IV. CONCLUSION AND FURTHER RESEARCH 

This research shows that a facial emotion 

recognition can be done using deep learning methods with 

multiple layered models used on the dataset. The accuracy 

value is also considerably high with the model proposed in 

this paper. There are flaws on the research that we can found, 

such as the imbalance of the data will results in the decreasing 

of the overall accuracy. The “disgust” category which does 

not have as much data as the other category resulting in the 

fl-score of its category low. Which also resulting in the 

overall category to be low as well.  

With this research we can also see that this kind of 

problem can be solved by ignoring the imbalance data itself 

not to be processed by the system, or to fix the amount of the 

data for that exact category to be able to have the same 

amount as the other category. From the research as well, we 

can see that the training results stopped at epoch 15 due to a 

predetermined set of callbacks.   In epoch 8, it can be seen 

that accuracy and loss training and validation have the same 

value, which means the results of model analysis are very fit. 

Nonetheless, in epoch 15 has a tendency to overfitting but can 

still be tolerated with a difference in loss and accuracy of 

about 0.05. Shown in the Figure 4, the highest accuracy in the 

application of the model was recorded at 65% and the test was 

60%. 

This paper could give a base of what our future 

research will be. More research that will look into the specific 

topics can be done with the model of deep learning proposed 

in this paper. Academics are already looking into these 

matters with an aim to review facial emotion recognition 

based on visual information on this paper [15]. Recently we 

have also one that is specific for interaction between a human 

and a computer through an application [16]. Another paper is 

looking into deep learning neural networks in order to have a 

system of not only emotion recognition but also face 

recognition [17]. Along with these papers, this paper aims to 

clearly show the potential of deep learning in handling 

datasets of a graphical input to be able to create a system that 

is not only worth looking into as research but also beneficial 

in other fields[18]. 
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